* **Preprocess: (missing features on data set)**
* Method

Method1:

* Overview

We used N-fold cross validation to partition the labeled 198 instances into training set and testing set. The Gaussian Naïve Bayes was implemented to train a classifier based on training set, ending up with trained MLE parameters, such as class frequency, mean, and covariance matrix. Classifying testing set instances with Naïve Bayes classifier, we could get testing errors and confusion matrix for the evaluation.

* Specification:

Naïve Bayes.pdf page 2-3, algorithm part.

Method2:

* Introduction:

Semi-supervised learning is a class of [supervised learning](https://en.wikipedia.org/wiki/Supervised_learning) tasks and techniques that also make use of unlabeled [data](https://en.wikipedia.org/wiki/Data) for training – typically a small amount of [labeled data](https://en.wikipedia.org/w/index.php?title=Labeled_data&action=edit&redlink=1) with a large amount of unlabeled data.

The learner has both labeled training data![](data:image/x-wmf;base64,183GmgAAAAAAAKAHYAIBCQAAAADQWwEACQAAAy4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gBwAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///zoQCv0AAAoAAAAAAAQAAAAtAQAACAAAADIKFAHrBQEAAABseQgAAAAyCiAC/gYBAAAAMXkIAAAAMgogAusFAQAAAGl5CAAAADIKIAInBAEAAABpeQgAAAAyCiACKwIBAAAAaQAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///00ZCo0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAa4EAgAAACl9CAAAADIKwAFoAwEAAAB5eQgAAAAyCsABrAIBAAAALHkJAAAAMgrAAfL/AwAAAHsoeAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAHCKP3U04GxZ/v///zoQCv4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgogAnMGAQAAAD0oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEBAAAAfO8YAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)and unlabeled training data ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGYAIACQAAAACxWgEACQAAAzYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABhIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+ABgAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Vb3uvo/v///woYCvkAAAoAAAAAAAQAAAAtAQAACAAAADIKFAEbBQEAAAB1eQgAAAAyChQB7wMBAAAAbAAIAAAAMgogAhUGAQAAADEACAAAADIKIAICBQEAAAAxAAgAAAAyCiAC7wMBAAAAaQAIAAAAMgogAisCAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GABwij91W97r6P7///9KGwr4AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKwAGyAgIAAAApfQkAAAAyCsAB8v8DAAAAeyh4ABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAcIo/dVve6+j+////ChgK+gAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyChQBdwQBAAAAKygIAAAAMgogAoYFAQAAACsACAAAADIKIAJ3BAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHdIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA), and learns a predictor ![](data:image/x-wmf;base64,183GmgAAAAAAAOAM4AEACQAAAAARUwEACQAAAz0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgDBIAAAAmBg8AGgD/////AAAQAAAAwP///+r///+gDAAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///0kZCr8AAAoAAAAAAAQAAAAtAQAACAAAADIKYAHNCwEAAAAgeQgAAAAyCmABFAsBAAAARiwIAAAAMgpgAR8IAQAAAGYzCAAAADIKYAFxBwEAAAAgMwgAAAAyCmABYwYCAAAAWSwIAAAAMgpgAYQDAQAAACAACAAAADIKYAHRAgEAAABYFAgAAAAyCmABHQIBAAAAIHkIAAAAMgpgAawBAQAAADoZHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABwij91NOBsWf7///+nEwpkAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKYAFyCQEAAADOGQgAAAAyCmABOAQBAAAArgAcAAAA+wKA/gAAAAAAAJABAQAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///0kZCsAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgpgASIAAQAAAGYACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEBAAAAfO8YAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)Where F is the hypothesis space. The predictor learned by semi-supervised methods usually predicts future test data better than that learned by supervised learning which only considers the labeled training data.

* Motivation:

In real world applications, labeled data are relatively hard to get while unlabeled data are cheap. The target label {y} requires human annotation which takes a long time, and these experiments require a lot of resources including experienced experts and special devices. Therefore, a trend to utilize the surplus unlabeled data together with scarce labeled data is desirable.

* Learning Approach:

Self-Training Algorithm

1. Given a small amount of initial labeled training data![](data:image/x-wmf;base64,183GmgAAAAAAAKAHYAIBCQAAAADQWwEACQAAAy4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAKgBxIAAAAmBg8AGgD/////AAAQAAAAwP///6z///9gBwAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///zoQCv0AAAoAAAAAAAQAAAAtAQAACAAAADIKFAHrBQEAAABseQgAAAAyCiAC/gYBAAAAMXkIAAAAMgogAusFAQAAAGl5CAAAADIKIAInBAEAAABpeQgAAAAyCiACKwIBAAAAaQAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3U04GxZ/v///00ZCo0AAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgrAAa4EAgAAACl9CAAAADIKwAFoAwEAAAB5eQgAAAAyCsABrAIBAAAALHkJAAAAMgrAAfL/AwAAAHsoeAAcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAAHCKP3U04GxZ/v///zoQCv4AAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgogAnMGAQAAAD0oCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAhgECAiJTeXN0ZW0Ad0gAigEAAAoABgAAAEgAigEBAAAAfO8YAAQAAAAtAQEABAAAAPABAAADAAAAAAA=), the learner trained a classifier using the Gaussian Naïve Bayes model mentioned above and obtained a MLE ![](data:image/x-wmf;base64,183GmgAAAAAAACANYAIACQAAAABRUQEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6r////gDAAACgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Xduyup/v///5McCm8AAAoAAAAAAAQAAAAtAQAACAAAADIKoAFZDAEAAAB9eQgAAAAyCqABMQgBAAAAIBwIAAAAMgqgAcUHAgAAAKOsCAAAADIKoAEMBQIAAACjrAgAAAAyCqABLAMBAAAAe6wcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Xduyup/v///50ZClAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAtULAQAAADKsCAAAADIKAAJfCgEAAAAgHAgAAAAyCgACIAoCAAAAo6wIAAAAMgoAAscJAQAAADGsCAAAADIKAAJxBwEAAAAyrAgAAAAyCgACwwQBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAHCKP3Xduyup/v///5McCnAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAeUKAQAAAFOsCAAAADIKoAHlCAEAAABTeQgAAAAyCqAB1wEBAAAAPRocAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAHCKP3Xduyup/v///50ZClEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAYwGAQAAAG2sCAAAADIKoAHsAwEAAABtGggAAAAyCqABFgABAAAAcawKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAACGAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQAAAAB87xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).
2. Apply the classifier on the unlabeled data ![](data:image/x-wmf;base64,183GmgAAAAAAAMAGYAIACQAAAACxWgEACQAAAzYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYALABhIAAAAmBg8AGgD/////AAAQAAAAwP///6z///+ABgAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Vb3uvo/v///woYCvkAAAoAAAAAAAQAAAAtAQAACAAAADIKFAEbBQEAAAB1eQgAAAAyChQB7wMBAAAAbAAIAAAAMgogAhUGAQAAADEACAAAADIKIAICBQEAAAAxAAgAAAAyCiAC7wMBAAAAaQAIAAAAMgogAisCAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GABwij91W97r6P7///9KGwr4AAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKwAGyAgIAAAApfQkAAAAyCsAB8v8DAAAAeyh4ABwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAAAcIo/dVve6+j+////ChgK+gAACgAAAAAABAAAAC0BAAAEAAAA8AEBAAgAAAAyChQBdwQBAAAAKygIAAAAMgogAoYFAQAAACsACAAAADIKIAJ3BAEAAAA9eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAIYBAgIiU3lzdGVtAHdIAIoBAAAKAAYAAABIAIoBAQAAANTvGAAEAAAALQEBAAQAAADwAQAAAwAAAAAA) and assign the target label {y’} for them by computing the posterior probability ![](data:image/x-wmf;base64,183GmgAAAAAAACAIIAIBCQAAAAAQVAEACQAAAx0BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgCBIAAAAmBg8AGgD/////AAAQAAAAwP///6r////gBwAAygEAAAsAAAAmBg8ADABNYXRoVHlwZQAAQAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Xduyup/v///yweCmoAAAoAAAAAAAQAAAAtAQAACAAAADIKoAEaBwIAAACjqQgAAAAyCqABsAUBAAAALAAIAAAAMgqgAZ0DAQAAAHwACAAAADIKoAF0AgEAAAB5AAgAAAAyCqAB9AACAAAAo6gcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAHCKP3Xduyup/v///7UbCiUAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAVQGAQAAAHEAHAAAAPsCgP4AAAAAAACQAQEAAIYEAgAAy87M5QD5GABwij913bsrqf7///9JGgpIAAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKoAHHBAEAAAB4AAgAAAAyCqABNAABAAAAUAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAACGAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQEAAADU7xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).
3. Augment the original training data with those new labeled data, and then we got![](data:image/x-wmf;base64,183GmgAAAAAAAAAIYAIBCQAAAABwVAEACQAAAz4BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIACBIAAAAmBg8AGgD/////AAAQAAAAwP///6z////ABwAADAIAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3UssvfY/v///1kZCk4AAAoAAAAAAAQAAAAtAQAACAAAADIKFAE7BwEAAAB1fQgAAAAyChQB9wUBAAAAbHkIAAAAMgogAiIHAQAAADF5CAAAADIKIAL3BQEAAABpeQgAAAAyCiACNwQBAAAAaQAIAAAAMgogAikCAQAAAGkAHAAAAPsCgP4AAAAAAACQAQAAAIYEAgAAy87M5QD5GABwij91LLL32P7///8vFgoUAAAKAAAAAAAEAAAALQEBAAQAAADwAQAACAAAADIKwAG8BAIAAAApfQgAAAAyCsABegMBAAAAeQAIAAAAMgrAAagCAQAAACx5CQAAADIKwAHy/wMAAAB7KHgAHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAABwij91LLL32P7////wEAr3AAAKAAAAAAAEAAAALQEAAAQAAADwAQEACAAAADIKFAGLBgEAAAArKAgAAAAyCiACiwYBAAAAPX0KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAACGAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQEAAADU7xgABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).
4. Repeat step 1 to obtain the new MLE ![](data:image/x-wmf;base64,183GmgAAAAAAACANYAIACQAAAABRUQEACQAAA4kBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6r////gDAAACgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Xduyup/v///5McCm8AAAoAAAAAAAQAAAAtAQAACAAAADIKoAFZDAEAAAB9eQgAAAAyCqABMQgBAAAAIBwIAAAAMgqgAcUHAgAAAKOsCAAAADIKoAEMBQIAAACjrAgAAAAyCqABLAMBAAAAe6wcAAAA+wIg/wAAAAAAAJABAAAAhgQCAADLzszlAPkYAHCKP3Xduyup/v///50ZClAAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgoAAtULAQAAADKsCAAAADIKAAJfCgEAAAAgHAgAAAAyCgACIAoCAAAAo6wIAAAAMgoAAscJAQAAADGsCAAAADIKAAJxBwEAAAAyrAgAAAAyCgACwwQBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAAHCKP3Xduyup/v///5McCnAAAAoAAAAAAAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAeUKAQAAAFOsCAAAADIKoAHlCAEAAABTeQgAAAAyCqAB1wEBAAAAPRocAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAAHCKP3Xduyup/v///50ZClEAAAoAAAAAAAQAAAAtAQEABAAAAPABAAAIAAAAMgqgAYwGAQAAAG2sCAAAADIKoAHsAwEAAABtGggAAAAyCqABFgABAAAAcawKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAACGAQICIlN5c3RlbQB3SACKAQAACgAGAAAASACKAQAAAAB87xgABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

* **Result**
* **Evaluation:**

We checked the training errors and testing errors respectively, and calculated the expected accuracy. In addition, we looked at confusion matrix and account for sensitivity and specificity as well. Compare the result between Naïve Bayes classifier and Semi-supervised learning one.
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